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*Abstract*—In this case study we used the skills and methods we have learned in linear algebra and MATLAB to classify handwritten digits. Specifically, we utilize k-means clustering and outlier detection techniques to determine the numerical meaning of the handwritten digits based on their greyscale vector representations. We used MATLAB to build a method that takes an image of a handwritten digit and determines what number, from 0 to 9, is depicted.

# Introduction (*Heading 1*)

This project is borrows the classic K-Means clustering algorithm to approach sorting the MNIST hand-written digits dataset. As this project utilizes a myriad of linear algebraic techniques and topics learned in ESE 105, it enforces the learning done in class and allows a practical application of the subjects explored. Furthermore, this project could serve as a strong foundation for further exploration of machine learning techniques in the future, where a contrast of K-Means against other unsupervised learning or even supervising learning techniques to approach the problem could lead to varying accuracy in sorting. Overall, this project aims to label a list of vector-represented images of handwritten digits based on their numerical representation, from 0-9. It also aims to label any outliers, which the algorithm deems far from any centroid.

# Methods

Our overall approach to sorting the images comes in several stages.

## Training the K-Means Algorithm to find optimal centroids

First of all, we must use the given training dataset of 1500 images to train our k-means clustering algorithm. To briefly summarize k-means clustering, *k* centroids are first initially randomly assigned to random images in the space, since our images were defined with 784 pixels. Each image is then assigned to its closest centroid based on the nearest neighbor metric, by finding a centroid that minimizes the Euclidean distance, or the two norm, between the given image and centroid.



The centroid of each cluster is then redefined as the geometric mean of the locations of all the images assigned to that vector. All images are then reassigned to their closest centroid, and this process repeats until the algorithm eventually converges when the locations of centroids do not change from one iteration to the next. We have also artificially defined a maximum iteration, after which we will manually terminate the algorithm.

Before the algorithm may be executed, however, we must define the hyperparameter , or the number of clusters used in the algorithm. However, there is not necessarily an optimal method to solve for the optimal ­ value for any given dataset, and any visualizing technique through which we may visually estimate the number of clusters present in the data is rendered unapplicable due to the large number of dimensions present in the data. Instead, we have simply resorted to trial and error to find a range of possible values which yields a high accuracy in testing.

The choice of must be balanced

Note that the equation is centered using a center tab stop. Be sure that the symbols in your equation have been defined before or immediately following the equation. Use “(1)”, not “Eq. (1)” or “equation (1)”, except at the beginning of a sentence: “Equation (1) is . . .”

## Some Common Mistakes

Delete this subsection once you read it.

* The word “data” is plural, not singular.
* The subscript for the permeability of vacuum **0, and other common scientific constants, is zero with subscript formatting, not a lowercase letter “o”.
* In American English, commas, semicolons, periods, question and exclamation marks are located within quotation marks only when a complete thought or name is cited, such as a title or full quotation. When quotation marks are used, instead of a bold or italic typeface, to highlight a word or phrase, punctuation should appear outside of the quotation marks. A parenthetical phrase or statement at the end of a sentence is punctuated outside of the closing parenthesis (like this). (A parenthetical sentence is punctuated within the parentheses.)
* A graph within a graph is an “inset”, not an “insert”. The word alternatively is preferred to the word “alternately” (unless you really mean something that alternates).
* Do not use the word “essentially” to mean “approximately” or “effectively”.
* In your paper title, if the words “that uses” can accurately replace the word “using”, capitalize the “u”; if not, keep using lower-cased.
* Be aware of the different meanings of the homophones “affect” and “effect”, “complement” and “compliment”, “discreet” and “discrete”, “principal” and “principle”.
* Do not confuse “imply” and “infer”.
* The prefix “non” is not a word; it should be joined to the word it modifies, usually without a hyphen.
* There is no period after the “et” in the Latin abbreviation “et al.”.
* The abbreviation “i.e.” means “that is”, and the abbreviation “e.g.” means “for example”.

An excellent style manual for science writers is [7].

## Figures and Tables

Delete this subsection once you read it.

#### Positioning Figures and Tables: Place figures and tables at the top and bottom of columns. Avoid placing them in the middle of columns. Large figures and tables may span across both columns. Figure captions should be below the figures; table heads should appear above the tables. Insert figures and tables after they are cited in the text. Use the abbreviation “Fig. 1”, even at the beginning of a sentence.

1. Table Type Styles

| Table Head | Table Column Head | | |
| --- | --- | --- | --- |
| Table column subhead | Subhead | Subhead |
| copy | More table copya |  |  |

1. Sample of a Table footnote. (*Table footnote*)
2. Example of a figure caption. (*figure caption*)

Figure Labels: Use 8 point Times New Roman for Figure labels. Use words rather than symbols or abbreviations when writing Figure axis labels to avoid confusing the reader. As an example, write the quantity “Magnetization”, or “Magnetization, M”, not just “M”. If including units in the label, present them within parentheses. Do not label axes only with units. In the example, write “Magnetization (A/m)” or “Magnetization {A[m(1)]}”, not just “A/m”. Do not label axes with a ratio of quantities and units. For example, write “Temperature (K)”, not “Temperature/K”.

# Results and Discussion

Show the results that you achieved in your work and offer an interpretation of those results. Acknowledge any limitations of your work and avoid exaggerating the importance of the results.

# Conclusion

Summarize your key findings. Include important conclusions that can be drawn. Discuss benefits or shortcomings of your work and suggest future related project ideas you might like to explore in the future.
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